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in the computations. The somewhat less than ideal perfor-
mances could result from the hydration treatment in BEST 
and HYDROPRO, and the bead overlap removal in SoMo 
and AtoB. Interestingly, a combination of SoMo overlap-
ping bead models followed by Zeno computation pro-
duced better results, with a 0 % average error (range −4 to 
+4 %). Indeed, this might become the method of choice, 
once computational speed considerations now favouring 
the 5 Å-grid US-SOMO AtoB approach are overcome.

Keywords Hydrodynamics · Analytical 
ultracentrifugation · Multi-resolution modelling ·  
Dynamic light scattering

Introduction

The study of the hydrodynamic properties of (bio)macro-
molecules is a well-established field. Before the advent of 
the high-resolution structures era, it was mainly used to 
determine their overall size and shape in solution, by meas-
uring observables such as the translational diffusion coef-
ficient Dt, the sedimentation coefficients s, the rotational 
correlation time τc and the intrinsic viscosity [η] (Scheraga 
and Mandelkern 1953). These properties, reduced to stand-
ard conditions (water at 20 °C) and preferably extrapolated 
to infinite dilution (Dt

0
(20,w), s

0
(20,w), τc

0
(20,w)), could then be 

compared with those calculated for simple geometrical 
bodies (spheres, ellipsoids of revolution, cylinders), for 
which exact or very accurate expressions exist (Broersma 
1960; Perrin 1936; Simha 1940), representing the structure 
under scrutiny. Soon it was realised that these simple geo-
metrical objects could seldom reproduce well the shape of 
(bio)macromolecules, even at low resolution, and methods 
to calculate the hydrodynamic properties of ensembles of 
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molecules is a well-established field. Observables linked 
to translational friction, such as the translational diffusion 
(Dt

0
(20,w)) and sedimentation (s0(20,w)) coefficients, are the 

most commonly used parameters. Both can be computed 
starting from high-resolution structures, with several meth-
ods available. We present here a comprehensive study of 
the performance of public-domain software, comparing the 
calculated Dt

0
(20,w) and s0(20,w) for a set of high-resolution 

structures (ranging in mass from 12,358 to 465,557 Da) 
with their critically appraised literature experimental coun-
terparts. The methods/programs examined are AtoB, SoMo, 
BEST, Zeno (all implemented within the US-SOMO soft-
ware suite) and HYDROPRO. Clear trends emerge: while 
all programs can reproduce Dt

0
(20,w) on average to within 

±5 % (range −8 to +7 %), SoMo and AtoB slightly over-
estimate it (average +2 and +1 %, range −2 to +7 and −4 
to +5 %, respectively), and BEST and HYDROPRO under-
estimate it slightly more (average −3 and −4 %, range −7 
to +2 and −8 to +2 %, respectively). Similar trends are 
observed with s0(20,w), but the comparison is likely affected 
by the necessary inclusion of the partial specific volume 
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geometrical objects started to be developed (Kirkwood 
1949, 1954). Owing to its simplicity and versatility, bead 
modelling, i.e. the use of arrays of spheres to represent a 
three-dimensional object, eventually emerged as the major 
player in the field, thanks principally to the developmental 
efforts of V. Bloomfield, J. García de la Torre, R. F. Gold-
stein, S. C. Harvey and W. A. Wegener (e.g. Bloomfield 
et al. 1967a, b; García de la Torre and Bloomfield 1977a, 
b, c, 1978; Goldstein 1985; Harvey 1979; Harvey and 
Cheung 1980; Wegener 1982; Wegener et al. 1980). An 
important feature of all bead modelling procedures is that 
the effect of each bead on all the other beads must be taken 
into account by a “hydrodynamic interaction” tensor. Sev-
eral versions of this tensor have been developed, the most 
important of which are the Rotne–Prager–Yamakawa ten-
sor valid for overlapping beads of equal size (Rotne and 
Prager 1969; Yamakawa 1970) and its extension to non-
overlapping beads of different sizes developed by García 
de la Torre and Bloomfield (1977a). However, no hydro-
dynamic interaction tensor has been formulated for over-
lapping beads of different sizes, thus overlap avoidance or 
removal is necessary in several bead modelling methods. 
The hydrodynamics are then computed by solving, usually 
by matrix inversion procedures, the resulting system of N 
equations (where N is the number of beads in the model) 
with 3N unknowns, meaning that computing times approx-
imately grow as N3 (García de la Torre and Bloomfield 
1981).

An early key observation, which affects all hydrody-
namic modelling procedures, was that it is not possible to 
correctly predict the hydrodynamics of biomacromolecules 
if only their anhydrous volume is considered [see, e.g. 
page 586 in Cantor and Schimmel (1980)]: a “hydration 
layer” of “tightly bound” waters (i.e. 0.3–0.4 g/g of pro-
tein) was found to be required to satisfactorily reproduce 
the measured parameters. This was seemingly confirmed 
in a seminal work by Kuntz and Kauzmann (1974), who 
measured by nuclear magnetic resonance (NMR) spectros-
copy the amount of “un-freezable” water molecules bound 
to each amino acid, thus establishing a direct relation with 
the hydration layer required by hydrodynamics. However, 
this picture of a static water layer moving with a biomac-
romolecule is at odds with measured water residence times 
on its surface, orders of magnitude shorter even than tum-
bling times [ps versus ns (Denisov and Halle 1995)]. An 
elegant solution to the hydration layer conundrum was 
more recently put forward by Halle and Davidovic (2003), 
who postulated that the observed effect is a consequence 
of the increase in water molecule density, in comparison 
with the bulk value, as they approach a charged/polar sur-
face, resulting in a local change of viscosity. It turns out 
that this local viscosity change, which would be very hard 
to properly take into account in computations, is quite well 

compensated for by the traditional static hydration layer 
representation.

A big step forward in hydrodynamic modelling was 
driven by the exponential growth of high-resolution bio-
molecular structures in the Protein Data Bank (PDB; http://
www.rcsb.org) (Berman et al. 2000). It became important 
to be able to accurately calculate hydrodynamic properties 
starting from high-resolution structures, either to verify that 
they were compatible with solution data [e.g. integrins, see 
Rocco et al. (2008)] or to discriminate between models or 
larger complexes assembled from individual, atomic-reso-
lution structures [e.g. Nöllmann et al. (2004)]. In this con-
text, it is important to stress that, for a proper comparison, 
the structures on which the computations are performed 
must be complete; i.e., they should contain the very same 
residues and ligand/prosthetic groups, with all atoms in 
place, as for the samples on which the solution studies were 
made.

Building on early work (Teller et al. 1979; Venable and 
Pastor 1988), Byron (1997) developed AtoB, an automated 
method for construction of bead models from atomic-reso-
lution coordinates wherein the biomacromolecule is subdi-
vided into equally sized cubes and each residue is assigned 
to a particular cube. Thereafter, beads of either equal or dif-
fering radii are generated and placed at the centre of grav-
ity of the residues assigned to each cube, their overlaps are 
removed by radial reduction, and the resolution of the final 
model depends on the spacing of the initial cubic grid.

This was followed in 2000 by what became the work-
horse in the field: the shell-modelling approach of García 
de la Torre and co-workers [HYDROPRO (García de la 
Torre et al. 2000; Ortega et al. 2011)], utilising a two-step 
scheme in which the original atoms are first replaced by 
overlapping, “dummy” beads all of the same radius (ad hoc 
adjusted to account for the hydration) and the resulting 
model is then sequentially covered by layers (shells) of 
increasingly much smaller, touching beads. Hydrodynamic 
computations are then undertaken for the shell models, and 
the results are extrapolated to zero shell bead radius.

Recognising that both approaches had their drawbacks, 
our groups jointly developed the SoMo (Solution Mod-
eler) method, with the aim of producing relatively coarse-
grained models in which the correspondence between resi-
dues and beads could be preserved, allowing also a better 
treatment of the hydration issue (Rai et al. 2005). In the 
SoMo method, each residue in a protein is represented by 
two beads, one for the main- and one for side-chain parts, 
appropriately positioned (fewer or more beads can be 
used for e.g. carbohydrates, nucleic acids, lipids, ligand 
or prosthetic groups). The volume of each bead is calcu-
lated by summation of the volume of the constituent atoms 
plus, importantly, that of the theoretically “bound” waters 
of hydration. An accessible surface area (ASA) screen is 

http://www.rcsb.org
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first performed on the original atomic-resolution structure, 
identifying exposed and buried side- and main-chain seg-
ments. The beads corresponding to the exposed side-chain 
segments are placed first, and their overlaps are removed, 
either in a hierarchical or a synchronous way, by propor-
tionally reducing each bead radius but at the same time 
translating their centres outward by the same amount, in 
an attempt to preserve the original surface envelope. The 
exposed main-chain beads are then placed, and the over-
laps between them (or with previously treated beads) are 
removed by reducing their radii only, without outward 
translation (OT). Finally, the beads corresponding to bur-
ied residues are placed and their overlaps with all other 
beads removed again by reduction of their radii only. An 
additional ASA screen is then performed on the bead model 
thus generated in order to check the final exposed/buried 
status of each bead, and the hydrodynamic computations 
are carried out only on the exposed set, thus greatly reduc-
ing the computational load.

Improved versions of both AtoB (including ASA screens, 
OT, and a direct hydration procedure) and SoMo were sub-
sequently implemented in the public-domain UltraScan 
SOlution MOdeler suite (US-SOMO; http://somo.uthscsa.
edu/), with an advanced graphical user interface (GUI) 
(Brookes et al. 2010b). A series of user-editable “master” 
tables facilitate the proper conversion of residues into beads, 
resulting however in a more demanding program requiring 
that each atom/residue in a structure be properly defined in 
the conversion tables. To partially obviate this coding neces-
sity, approximations can be used in the bead generation step 
with minimal influence on the final hydrodynamic computa-
tions if the non-coded parts are limited to a small percentage 
of the total biomacromolecule (Brookes et al. 2010a). Over 
the years, US-SOMO (Brookes et al. 2010a, b) has grown 
to include a number of other tools, utilities and non-hydro-
dynamic data analysis and simulation methods, such as a 
discrete molecular dynamics [DMD (Ding and Dokholyan 
2006; Dokholyan et al. 1998)], a general small-angle scat-
tering (SAS) and a dedicated high-performance liquid chro-
matography/small-angle X-ray scattering (HPLC-SAXS) 
module (Brookes et al. 2013). A very detailed description of 
the hydrodynamic computation and analysis tools currently 
available in US-SOMO and of their operation can be found 
in Brookes and Rocco (2015).

Among the alternatives to bead modelling, two are of 
particular interest because their implementation is available 
in public-domain programs [see Rai et al. (2005) for a more 
detailed discussion]. The first involves the approximate 
analogy between certain hydrodynamic and electrostatic 
properties (Mansfield and Douglas 2008). Hydrodynamic 
and electrostatic properties are determined, respectively, 
by the Navier–Stokes and Laplacian equations. However, 
a specific orientational averaging of the Navier–Stokes 

equations brings them into the form of Laplace’s equation. 
In particular, in this scheme, the hydrodynamic radius and 
the intrinsic viscosity of a macromolecule become pro-
portional, respectively, to the capacitance and polarisabil-
ity of a perfect conductor that has the same shape as the 
macromolecule, and can thus be computed with errors not 
exceeding 1 and 5 %, respectively. Moreover, the Laplacian 
operator can be related to random paths whose step size has 
a finite variance, and thus it can be formally expressed as 
an average over random walk trajectories. These concepts 
have been implemented in the software Zeno (http://www.
stevens.edu/zeno/) (Kang et al. 2004), in which an arbi-
trary-shaped object (e.g. the biomacromolecule) is enclosed 
within a sphere and random walks are then launched from 
this sphere, hitting the object or returning to the launch sur-
face. A Monte Carlo numerical path integration generates 
a large number of random walks, and since the Laplacian 
operator governs the statistics of these walks, sums taken 
over them yield the electrostatic capacitance and polaris-
ability tensor of the object, from which Dt

0
(20,w) and [η] are 

then calculated (Mansfield and Douglas 2008). While Zeno 
offers advantages for the computation of biomacromolecu-
lar hydrodynamics, it does absolutely require a properly 
hydrated model. Zeno was added to the US-SOMO suite 
to provide an alternative to standard matrix inversion pro-
cedures [e.g. García de la Torre et al. (1994)] for the com-
putation of a limited range of hydrodynamic parameters for 
existing bead models.

The second alternative methodology that we discuss 
here is the boundary element procedure, as implemented 
in the software BEST (Aragon 2004, 2011) (http://esmer-
alda.sfsu.edu/), which is based on the direct evaluation of 
the stress forces acting on surface elements of an arbitrarily 
shaped body, considering the velocity field of the solvent 
flow as an integral over the particle surface. This is made 
possible by discretising the surface into very small ele-
ments, for which the Oseen–Burgers hydrodynamic inter-
action tensor (exact in the limit of an infinitesimal element) 
(Burgers 1938; Oseen 1927) can be applied. Because truly 
approaching this limit would require an enormous com-
puting effort, the computations are performed on several 
discretised surfaces of decreasing size (the boundary ele-
ments), and as for shell-bead modelling (García de la Torre 
et al. 2000; Ortega et al. 2011), the results are extrapolated 
to zero element size. In practice, the surface of the origi-
nal structure is first computed using MSROLL (Connolly 
1993), which produces a very finely tessellated surface. In 
a second step, the number of triangular surface elements is 
reduced by coalescing them into larger patches, producing 
tessellated models at different resolution levels. The num-
ber and resolution of the models can be manually selected 
by the user (typical 4–6 models with 2000–6000 elements), 
but the latter can be also heuristically determined based on 

http://somo.uthscsa.edu/
http://somo.uthscsa.edu/
http://www.stevens.edu/zeno/
http://www.stevens.edu/zeno/
http://esmeralda.sfsu.edu/
http://esmeralda.sfsu.edu/
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the molecular weight of the input structure. The computa-
tions are then carried out for each model, and the results 
are extrapolated to zero element size. As with HYDRO-
PRO (García de la Torre et al. 2000; Ortega et al. 2011), 
the hydration contribution needs to be taken into account. 
This takes place in the MSROLL step, with an increase in 
the radii of the atoms in the starting structure by an ad hoc 
amount determined by comparing experimental and com-
puted parameters for a number of test structures (Aragon 
2004). BEST was recently made available under the US-
SOMO GUI with the calculations (which can be demand-
ing) being farmed out to a remote supercompute cluster. 
The results returned for each model can then be plotted as a 
function of 1/(total element number) with a graphic utility 
in US-SOMO, allowing extrapolation to an infinite num-
ber of elements and then producing the final values of the 
hydrodynamic parameters.

It is also important to stress that all the hydrodynamic 
computation methods described so far operate in the so-
called rigid-body approximation; that is, they assume that 
the structure/model has no moving regions. Flexibility/con-
formational variability issues require advanced treatments 
not dealt with in this work [for an introduction, see Rocco 
and Brookes (2014); Rocco and Byron (2015)].

In this paper, we present a detailed evaluation of the 
hydrodynamic modelling programs described above, all 
implemented under the US-SOMO GUI except HYDRO-
PRO, for which the Windows version (http://leonardo.
inf.um.es/macromol/programs/hydropro/hydropro.htm) 
WinHydropro (Ortega et al. 2011) was used. The com-
parison was limited to translational frictional properties, 
since measurements of Dt

0
(20,w) and s0(20,w), although less 

shape sensitive than τc
0
(20,w) and [η], are by far the most 

commonly performed and thus utilised in modelling stud-
ies. The experimental data for a number of globular pro-
teins (including monomeric as well as multimeric entities) 
spanning a molecular weight range of 12,358–465,557 Da, 
whose atomic-resolution structures are downloadable from 
the PDB, were taken from the literature and critically 
assessed. The evaluation reveals that all software exam-
ined can reproduce the translational friction hydrodynam-
ics on average to within ~±5 % of the experimental value, 
but with significant differences between them. Guidelines 
for the choice and usage of the available programs are then 
offered.

Methods

Protein crystal structures, selected to be from the same spe-
cies for which reliable solution data were available in the 
literature, were taken from the PDB [(Berman et al. 2000); 
http://www.rcsb.org/pdb/home/home.do]. Most of these 

structures had already been utilised in previous studies by 
our groups (Brookes et al. 2010a, b; Rai et al. 2005) and 
had had missing atoms and/or residues modelled using 
WHATIF [(Vriend 1990); http://swift.cmbi.ru.nl/servers/
html/index.html] and O (Jones et al. 1991). The same pro-
cedures were applied, when necessary, to the additional 
proteins utilised in this study, all of which were taken from 
the list in Hahn and Aragon (2006). The presence of carbo-
hydrate chains on the surface was limited to a single exam-
ple (α-lactalbumin). As before (Brookes et al. 2010b; Rai 
et al. 2005), the literature data were carefully evaluated to 
verify that correction to standard conditions and extrapo-
lation to infinite dilution were rigorously performed. This 
included digitising data contained in figures, using Paint 
Shop Pro 5.03 (JASC Software, now distributed by Corel 
Corp., Ottawa, ON, Canada) and then performing linear 
regressions using TableCurve2D 4 (SPSS, now distributed 
by Systat Software Inc., San Jose, CA, USA), allowing 
retrieval of the standard deviation (SD) associated with the 
extrapolated values, which was often missing in the pri-
mary source. An Excel spreadsheet containing all the litera-
ture data analyses is presented as Electronic Supplementary 
Material.

Hydrodynamic bead modelling computations provide 
the infinite-dilution translational frictional coefficient 
ft
0
(20,w), from which Dt

0
(20,w) can be obtained as

where kb is Boltzmann’s constant and T is the absolute tem-
perature (293.15 K). BEST directly provides Dt

0
(20,w), while 

Zeno computes the hydrodynamic radius Rh(20,w), related to 
ft
0
(20,w) by

where η(20,w) is the viscosity of water at 20 °C. From 
Dt

0
(20,w), s

0
(20,w) can then be obtained as

where ρ(20,w) is the density of water at 20 °C, R is the gas 
constant, and M and v̄(20,w) are the molecular weight and 
partial specific volume (also under standard conditions), 
respectively, of the biomacromolecule. However, while 
M can be calculated quite accurately from the (e.g. amino 
acid) composition, doing so for v̄(20,w) is notoriously less 
reliable [see Brookes et al. (2010b)]. Whenever reliable 
experimental v̄(20,w) values were provided in the literature, 
they were employed in the computations in this evaluation. 
Otherwise, the values calculated by US-SOMO (Brookes 

(1)D
0
t(20,w) =

kbT

f
0
t(20,w)

,

(2)Rh(20,w) =
f
0
t(20,w)

6πη(20,w)
,

(3)s
0
(20,w) =

D
0
t(20,w)M(1− v̄(20,w)ρ(20,w))

RT

,

http://leonardo.inf.um.es/macromol/programs/hydropro/hydropro.htm
http://leonardo.inf.um.es/macromol/programs/hydropro/hydropro.htm
http://www.rcsb.org/pdb/home/home.do
http://swift.cmbi.ru.nl/servers/html/index.html
http://swift.cmbi.ru.nl/servers/html/index.html
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et al. 2010b) were used. Of particular importance, the lit-
erature Dt

0
(20,w) values considered were directly determined 

and not derived from s0(20,w) values, as was done in a num-
ber of cases in the comparisons reported by Hahn and 
Aragon (2006).

US-SOMO was run on an AMD Athlon 64 X2 Dual 
Core processor PC with 8 GB RAM, operating under the 
Ubuntu 14.04 64-bit Linux OS. The synchronous overlap 
removal routines were used for both SoMo and AtoB bead 
model generation, with 70 % overlap threshold for bead 
fusion, and outward translation of the beads’ centres when 
removing the overlaps between the exposed side-chain 
beads, and between the initially exposed beads, respec-
tively. ASA screen cut-offs were the default settings for 
both methods (20 Å2 for residues and 50 % of their total 
surface for beads in SoMo; 10 Å2 for the initial beads and 
50 % of their total surface for the final beads in AtoB; 
probe radius 1.4 Å in all cases). The supermatrix inver-
sion method with computations relative to the diffusion 
centre, stick boundary conditions and exclusion of the bur-
ied beads was used for both SoMo and AtoB bead models. 
Zeno computations were performed with 106 steps.

BEST calculations were carried out mainly on the Alamo 
supercompute cluster of the University of Texas at San 
Antonio, a hybrid composed of 16 nodes with dual AMD 
Opteron 2378 Quad-Core processor, 4 GB RAM/core, and 
of 20 nodes with one AMD Phenom 9750 Quad-Core pro-
cessor, 2 GB RAM/core; jobs were processed on available 
nodes by the cluster’s scheduler. More recently, they were 
run on the Stampede system at the Texas Advanced Com-
puting Center (TACC) of the University of Texas at Austin, 
which is a 10-PFLOP Dell Linux cluster based on 6400+ 
Dell PowerEdge server nodes, each outfitted with 2 Intel 
Xeon E5 (Sandy Bridge) processors and an Intel Xeon Phi 
coprocessor (MIC Architecture). The majority of the 6400 
nodes are configured with two Xeon E5-2680 processors 
and one Intel Xeon Phi SE10P coprocessor (on a PCIe 
card). These computer nodes are configured with 32 GB of 
“host” memory with an additional 8 GB of memory on the 
Xeon Phi coprocessor.

MSROLL (Connolly 1993) parameters were: probe 
radius 1.5 Å, starting finesse angle 0.6° and 60,000 maxi-
mum output triangles. Six tessellated models were gener-
ated for each structure examined, and two methods were 
employed to define the number of plates in each model: 
manual, where the upper and lower limits were always 
6000 and 2000 plates, respectively, and automatic, using 
the heuristic approach implemented in BEST, 30×

√
M 

and 18×
√
M, respectively. The results generated were 

examined in the US-SOMO BEST interface, applying the 
Q test criterion (Dean and Dixon 1951) to find potential 
outliers. In a few cases, and for high-M structures only, 
the data computed for the point with the lower number of 

plates were manually discarded [see Brookes and Rocco 
(2015) for a more detailed description of the BEST inter-
face in US-SOMO]. WinHydropro was run on an Intel Core 
i5-3470 3.2 GHz PC with 6 GB RAM, operating under the 
Windows 7 Professional OS, utilising the default settings: 
shell models from atomic level, atomic element radius 
2.84 Å, automatic radius of shell elements with 6 models 
generated (with a maximum number of 2000 shell beads) 
and automatic extrapolation of the parameters to zero shell 
bead size.

Results

The results of the comparison between experimental and 
calculated Dt

0
(20,w) and s0(20,w) values utilising the vari-

ous modelling approaches are reported in Tables 1 and 2, 
respectively. The test proteins are identified with a progres-
sive number, their common name (sometimes abridged) 
and the name of the PDB file utilised for the hydrodynamic 
modelling. The molecular weight computed from the com-
position is also reported, followed by the Dt

0
(20,w) or s0(20,w) 

values with their associated experimental precision (±SD), 
respectively, and the literature reference number(s) from 
which they were taken. In Table 2, an extra column reports 
the v̄(20,w) values, either experimental or, in parentheses, 
computed from the composition by US-SOMO (Brookes 
et al. 2010a, b). The next eight columns report the percent-
age difference (Δ%) between the experimental values and 
those computed by the various methods. To allow for a 
comparison with previous results obtained by BEST (Hahn 
and Aragon 2006), we have made a distinction between 
monomeric and multimeric proteins, as indicated by the 
horizontal line dividing the tables into two sections. At the 
bottom of Tables 1 and 2, respectively, three and two dif-
ferent kinds of Δ% averages are reported. For Table 1, we 
report the mean Δ% values for monomeric proteins only 
and for all proteins considered, without discarding any sin-
gle Δ% value; a third average was then made for the Δ% 
of all proteins except five whose Δ% values were clearly 
severely either over- or underestimated by most methods. 
In this case, in the absence of other evidence, we assumed 
that either the experimental value was unreliable, or that 
the solution structure of the test protein was different from 
the crystal. Since this comparison was aimed at finding 
the performance of each method in reproducing reliable 
experimental values starting from a reliable three-dimen-
sional structure, we feel that simply discarding potential 
“global” outliers is justified. In any case, this only slightly 
affected the Dt

0
(20,w) Δ% all-proteins average. Since for the 

s
0
(20,w) values the Δ% were consistently higher than for 

the Dt
0
(20,w), and just three clear big outliers were appar-

ent, in Table 2 only two Δ% averages are reported, for the 



 Eur Biophys J

1 3

Ta
bl

e 
1 

 P
ro

te
in

s 
us

ed
 f

or
 t

he
 c

om
pa

ri
so

n,
 w

ith
 t

he
ir

 P
D

B
 c

od
e,

 m
ol

ec
ul

ar
 w

ei
gh

t 
(m

ol
. 

w
t.)

, 
ex

pe
ri

m
en

ta
l 

di
ff

us
io

n 
co

ef
fic

ie
nt

 (
±

SD
) 

( D
0 t(
2
0
,w
) 

ex
pt

.)
 t

ak
en

 f
ro

m
 t

he
 l

ite
ra

tu
re

 (
R

ef
.)

, 
an

d 
pe

rc
en

t 
di

ff
er

en
ce

 b
et

w
ee

n 
th

e 
co

m
pu

te
d 

an
d 

ex
pe

ri
m

en
ta

l 
D
0 t(
2
0
,w
) v

al
ue

s 
(Δ

%
 D

0 t(
2
0
,w
) c

om
p.

) 
fo

r 
ea

ch
 o

f 
th

e 
di

ff
er

en
t 

m
et

ho
ds

 u
se

d.
 T

he
 h

or
iz

on
ta

l 
lin

e 
be

tw
ee

n 
en

tr
ie

s 
13

 a
nd

 1
4 

se
pa

ra
te

s 
m

on
om

er
ic

 f
ro

m
 m

ul
tim

er
ic

 s
ol

ut
io

n 
fo

rm
s

#
Pr

ot
ei

na
PD

B
M

ol
. w

t.
D
0 t(
2
0
,w
) e

xp
t.,

 F
b

R
ef

.c
Δ

%
 D

0 t(
2
0
,w
) c

om
p.

So
M

o 
SM

I
So

M
o 

Z
en

o
So

M
o 

ov
 Z

en
o

A
to

B
 G

5 
SM

I
A

to
B

 G
2 

SM
I

H
P 

au
to

B
E

ST
 m

an
B

E
ST

 h
eu

r

1
C

yt
oc

hr
om

e 
c

1H
R

C
12

,3
57

.5
12

.1
0 
±

 0
.5

0
1–

3
+

1.
9

+
0.

8
−

1.
7

−
1.

7
−

1.
1

−
3.

3
−

3.
7

−
3.

3

2
R

ib
on

uc
le

as
e 

A
8R

A
T

13
,6

83
.8

11
.0

6 
±

 0
.3

1
4d

+
7.

1
+

5.
8

+
3.

1
+

5.
3

+
5.

9
−

0.
9

−
1.

3
−

1.
3

3
α

-L
ac

ta
lb

um
in

1A
4V

e
15

,7
84

.7
10

.9
0 
±

 n
.a

.
5f

+
0.

2
−

0.
9

−
3.

7
−

2.
5

−
2.

5
−

12
.2

−
7.

0
−

7.
1

4
Ly

so
zy

m
e

1A
K

I
14

,3
06

.7
11

.4
0 
±

 0
.4

2
4f

+
4.

4
+

3.
5

+
0.

9
+

1.
6

+
2.

8
−

4.
1

−
3.

2
−

3.
1

5
M

yo
gl

ob
in

 C
O

1D
W

R
17

,5
22

.0
10

.7
0 
±

 n
.a

.
5f

+
1.

5
+

0.
9

−
1.

9
−

0.
5

−
0.

7
−

4.
5

−
4.

3
−

4.
3

6
So

yb
ea

n 
tr

yp
si

n 
in

h.
1A

V
U

19
,9

62
.8

9.
47

 ±
 0

.1
8*

2,
 6

+
7.

4
+

6.
7

+
4.

5
+

5.
4

+
5.

9
+

1.
7

+
1.

3
+

1.
2

7
β

-T
ry

ps
in

1T
PO

23
,3

35
.9

9.
40

 ±
 0

.3
0*

7
+

8.
1

+
7.

4
+

4.
3

+
5.

3
+

5.
7

+
0.

5
+

1.
3

+
1.

3

8
T

ry
ps

in
og

en
1T

G
N

23
,1

82
.7

9.
68

 ±
 0

.2
3

8
+

5.
1

+
4.

3
+

1.
2

+
2.

4
+

3.
0

−
2.

6
−

1.
7

−
1.

7

9
α

-C
hy

m
ot

ry
ps

in
 (

m
on

)
4C

H
A

25
,2

36
.5

10
.2

0 
±

 0
.0

2*
9

−
5.

8
−

5.
9

−
7.

8
−

7.
4

−
7.

2
−

11
.9

−
11

.2
−

11
.1

10
C

hy
m

ot
ry

ps
in

og
en

 A
2C

G
A

25
,6

59
.0

9.
49

 ±
 0

.0
2

5f
+

1.
6

+
1.

2
−

0.
9

−
0.

4
+

0.
4

−
5.

7
−

4.
4

−
4.

6

11
C

ar
bo

ni
c 

an
hy

dr
as

e 
B

2C
A

B
28

,8
20

.5
8.

89
 ±

 0
.0

3
10

+
4.

5
+

3.
9

+
1.

5
+

1.
8

+
2.

6
−

1.
2

−
0.

8
−

0.
8

12
Pe

ps
in

4P
E

P
34

,5
88

.6
8.

71
 ±

 0
.0

5
11

, 1
2

−
1.

4
−

2.
2

−
3.

9
−

3.
3

−
2.

6
−

7.
7

−
6.

8
−

6.
9

13
H

. s
er

um
 a

lb
um

in
1A

O
6

66
,4

28
.6

6.
31

 ±
 0

.0
9

13
−

2.
1

−
1.

7
−

2.
9

−
2.

1
−

1.
9

−
6.

0
−

4.
3

−
4.

6

14
Su

pe
ro

xi
de

 d
is

m
ut

as
e

2S
O

D
31

,4
42

.2
8.

27
 ±

 n
.a

.
14

+
2.

1
+

1.
8

−
0.

1
+

1.
5

+
1.

3
−

2.
5

−
1.

8
−

1.
7

15
β

-L
ac

to
gl

ob
ul

in
1B

E
B

35
,2

24
.7

7.
85

 ±
 0

.0
8

5f
+

0.
9

+
0.

5
−

1.
0

+
0.

4
+

0.
3

−
3.

6
−

2.
7

−
2.

7

16
α

-C
hy

m
ot

ry
ps

in
 (

di
m

)
4C

H
A

50
,4

73
.5

7.
20

 ±
 0

.2
9

15
, 1

6
+

4.
3

+
3.

9
+

2.
2

+
3.

1
+

3.
1

−
1.

8
−

0.
6

−
0.

8

17
T

ri
os

ep
ho

sp
ha

te
 is

om
.

1Y
PI

53
,3

31
.4

7.
21

 ±
 0

.1
0

3
−

1.
4

−
1.

4
−

3.
3

−
2.

4
−

1.
9

−
5.

8
−

4.
2

−
5.

0

18
H

em
og

lo
bi

n 
C

O
1H

C
O

64
,5

59
.7

6.
89

 ±
 0

.0
9

5f
+

1.
3

+
0.

9
−

0.
4

−
0.

1
+

0.
1

−
2.

9
−

1.
7

−
2.

3

19
C

itr
at

e 
sy

nt
ha

se
1C

T
S

97
,8

45
.5

5.
80

 ±
 n

.a
.

4f
+

1.
0

+
0.

9
+

1.
2

0.
0

+
0.

3
−

4.
0

−
1.

7
−

2.
2

20
In

or
ga

ni
c 

py
ro

ph
os

ph
.

1F
A

J
11

7,
33

9.
0

5.
65

 ±
 0

.1
2*

17
−

4.
8

−
4.

4
−

5.
5

−
5.

3
−

5.
3

−
8.

0
−

6.
7

−
6.

0

21
G

3P
D

 a
po

2G
D

1
14

3,
78

7.
8

5.
00

 ±
 0

.2
0

5f
+

1.
6

+
1.

8
+

0.
4

+
0.

2
+

0.
6

−
1.

6
−

0.
6

−
1.

0

22
G

3P
D

 h
ol

o
1G

D
1

14
6,

43
7.

7
5.

20
 ±

 0
.2

0
5f

−
1.

9
−

1.
7

−
3.

1
−

2.
9

−
2.

7
−

5.
4

−
3.

8
−

4.
2

23
L

D
H

 p
ig

 H
 +

 N
A

D
5L

D
H

14
8,

94
2.

6
5.

06
 ±

 0
.1

5
5f

+
1.

6
+

1.
6

+
0.

6
+

0.
4

+
0.

6
−

1.
2

−
1.

4
−

0.
8

24
L

D
H

 p
ig

 M
 +

 N
A

D
9L

D
H

14
9,

06
3.

5
5.

25
 ±

 0
.1

6
5f

0.
0

+
0.

2
−

1.
1

−
1.

5
−

1.
3

−
4.

4
−

2.
9

−
3.

0

25
A

ld
ol

as
e

1A
D

O
15

7,
13

1.
2

4.
50

 ±
 0

.2
6

18
−

21
+

4.
7

+
5.

6
+

3.
8

+
4.

0
+

4.
2

+
1.

8
+

1.
6

+
1.

8

26
C

at
al

as
e

4B
L

C
23

5,
77

5.
1

4.
10

 ±
 n

.a
.*

5f
+

6.
6

+
7.

3
+

6.
1

+
5.

9
+

6.
1

+
0.

2
–

–

27
β

-G
al

ac
to

si
da

se
1B

G
L

46
5,

25
7.

6
3.

13
 ±

 0
.0

4
22

+
4.

2
+

4.
8

+
4.

2
+

3.
5

+
1.

6
+

1.
0

–
–



Eur Biophys J 

1 3

monomeric and all-proteins sets, respectively, each with-
out taking into account those outliers. Although potentially 
interesting, we have made no attempt to investigate the real 
reasons for the large discrepancies found in either Dt

0
(20,w) 

or s0(20,w) for the few identified “outliers”, since that would 
be beyond the scope of this work. Noteworthily, for all the 
outliers (except inorganic pyrophosphatase) large discrep-
ancies (6–18 %) between the molecular weights calculated 
with the Svedberg equation from the experimental Dt

0
(20,w) 

and s0(20,w) values and those computed from the composi-
tion reported in Tables 1 and 2 were found as well (data not 
shown), reinforcing the likelihood of issues with the exper-
imental values themselves.

A graphical representation of the final average val-
ues presented in Tables 1 and 2 is reported in Fig. 1, pan-
els a and b, respectively. There, the proteins are plotted 
by their progressive number listed in the tables, and the 
empty symbols connected with straight lines correspond 
to the Δ% values calculated by each method and included 
in the final mean in Table 1 and in all means in Table 2, 
while the solid symbols are the outliers described above. 
To aid in appreciating the relative magnitude of the Δ% 
between experimental and computed values and the pre-
cision of the experimental values, the average Δ% SD 
of the latter are represented as horizontal dotted lines in 
each panel. The vertical dashed lines indicate the bound-
ary between the monomeric and multimeric proteins. Thus, 
the molecular weight of the proteins increases from left to 
right from ~12,400 to ~66,400 for protein number 1–13, 
and restarts from ~31,400 to ~465,600 for protein number 
14–27.

We can now proceed with assessing the results of our 
modelling/computations, considering first the Dt

0
(20,w) 

results. We start from the SoMo bead modelling method 
with overlap reduction coupled with the standard super-
matrix inversion procedure to compute the hydrodynam-
ics (column 7 in Table 1, blue diamonds in Fig. 1, panel a). 
Outliers included, the average Δ% is on the positive side 
but still within the experimental average Δ% SD for the 
monomeric proteins, and is even lower than that obtained 
when all proteins are considered. Exclusion of the outliers 
does not affect this result, probably because of compen-
sation between the values above and below the mean. By 
also looking at Fig. 1, panel a, it is apparent that the stand-
ard SoMo method tends to slightly overestimate (average 
+2.5 to +1.9 %) the Dt

0
(20,w) of the test proteins. The upper 

limit is around +6 %, but it should be borne in mind that 
any individual experimental value/protein structure among 
those utilised could be potentially “wrong”, and therefore 
the average Δ% values are more informative of how well 
a method can reproduce the experimental parameters. If 
we utilise the same SoMo models without overlaps but 
resort instead to the Zeno computational method (Table 1, Ta

bl
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column 8; cyan diamonds in Fig. 1, panel a), the results are 
still slightly overestimated but somewhat improved (aver-
ages +1.8 % for the monomeric set, and +1.6 % for the 
complete set, outliers excluded). The upper limit is also 
somewhat decreased, to ~+5 %.

A strikingly relatively larger improvement is instead 
obtained with a new approach that we have taken in this 
work: the SoMo models are generated without overlap 
reduction, and the computations are carried out using Zeno, 
since the supermatrix inversion procedure cannot be used 
in this case. As can be seen (Table 1, column 9; green stars/
crosses in Fig. 1, panel a), excellent results are obtained 
with this “hybrid” method: a very minor average underes-
timation (−0.6 %) of the monomeric protein set, and an 
almost exact average evaluation of the full set, with or with-
out the outliers (−0.2 % for the latter). Even more striking, 
the individual values are almost all within the experimental 
average Δ% SD, evenly distributed, and none above ±4 %, 
outliers excluded.

A similar situation is encountered with the US-SOMO 
grid method AtoB, with a 5 Å cube size (Table 1, col-
umn 10; magenta up-triangles in Fig. 1, panel a). Prac-
tically, no differences are found in the various average 
values, which are around an excellent +0.3 %, but with 
a range of ~−3 to +5 %, outliers excluded, indicating a 
small tendency to overestimation. Reducing the AtoB cube 
size to 2 Å (Table 1, column 11; orange down-triangles in 
Fig. 1, panel a) had the somewhat unexpected result of pro-
ducing slightly worse average Δ% values (+0.8 % for the 
monomeric set, +0.6 % for the entire set, outliers excluded; 
range ~−3 to +6 %).

We now consider the last of the bead modelling methods 
examined, the shell-modelling approach of HYDROPRO 
(Table 1, column 12; red circles in Fig. 1, panel a). The sit-
uation appears to be reversed with respect to the SoMo and 
AtoB methods, with a constant and appreciable underesti-
mation especially for the monomeric proteins set (−4.5 % 
average Δ%). The situation somewhat improves when 
the full set is considered, with an average Δ% of −3.6 % 
(outliers excluded). However, there is a slight trend toward 
less negative Δ% values as the proteins get bigger, with a 
near-perfect calculation for catalase, a clear outlier for all 
other methods. This could partially result from the limited 
number of shell beads available in the default settings of 
HYDROPRO (≤2000; García de la Torre et al. 2000), pro-
ducing rougher models as the structure size increases, per-
haps somewhat offsetting the basic observed underestima-
tion. Shape-dependent factors affecting the shell covering 
could also play a role, as likely happened for catalase (and 
for α-lactalbumin, whose results are also very different 
from those obtained with the other methods).

Finally, we examine the boundary element method 
BEST, using both the manual and heuristic approaches Ta
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to determine the upper and lower plate numbers and thus 
the intermediate values as well, for the six BEST models 
used in each extrapolation. A first observation is that the 
heuristic approach needs much more computing power 
as the molecular size increases. In fact, under our operat-
ing conditions, we could not compute the hydrodynamics 
of the last two proteins in our set using either the heuristic 
approach or the manual setting with a minimum of 2000 
and a maximum of 6000 plates. Moreover, computing times 
are very dependent on the available computing architecture 
and queuing privileges (for the larger structures they were 
on the order of up to 3 weeks on the Alamo cluster, but 
on the order of 1–2 days on the Stampede cluster, which, 
however, has a 48 h time limit for processing and therefore 
some runs could not be completed). While we could have 
computed the values for the larger proteins by manually 
reducing the limits, we elected not to do so to avoid intro-
ducing other variables, and we preferred to have the best 
possible models to fully assess the performance of BEST 
even with a somewhat more limited set of proteins. In the 
end, this amounted to the omission of just one protein 
(β-galactosidase), since catalase was found to be an out-
lier by all other methods (except HYDROPRO, see com-
ments above). Comparing first head-to-head the manual 
and heuristic BEST results (Table 1, columns 13 and 14, 
respectively), one can notice that for the monomeric set the 
differences are mostly irrelevant. Slightly more variabil-
ity is found as the molecular size increases, but in the end 
the differences between the various average values were 
again irrelevant. In any case, as for HYDROPRO, there is a 
clear trend in BEST of underestimating the Dt

0
(20,w) values, 

with an average Δ% of −3.5 % for the monomeric protein 
data set, somewhat improving to −2.7 % for the whole set 
without outliers in the manual mode (see also Fig. 1, black 
squares; due to the closeness of most heuristic and man-
ual values, only the latter are plotted). The range (~−7 to 
+2 %) is also evidence of the tendency of BEST to under-
estimate Dt

0
(20,w).

We can now compare the values of s0(20,w) computed 
by the different methods, bearing in mind that these 
derive from the same ft

0
(20,w) values from which Dt

0
(20,w) is 

extracted. Therefore, variations in performance for a given 
protein will depend mostly on either the value of v̄(20,w) uti-
lised (see Eq. 3) or on the experimental data themselves. If 
we start by looking at the data in Fig. 1, panel b, it is imme-
diately evident that the computed s0(20,w) Δ% values have a 
larger spread in comparison with their Dt

0
(20,w) counterparts, 

and for all modelling methods employed. Three large out-
liers are also striking. Overall, the trends do reflect those 
observed with Dt

0
(20,w) Δ% values. The SoMo method with 

overlap removal slightly overestimates the average s0(20,w) 
Δ% values with either the supermatrix inversion compu-
tational method or the Zeno method, the latter performing 

somewhat better (~+3 versus ~+2 %, respectively). No 
differences are found between the monomeric and full pro-
tein data sets, but the overall ranges are quite large (~−5 
to +8 and ~−4 to +7 %, respectively). The SoMo method 
without overlap removal coupled with the Zeno computa-
tions is again the best performer, with average Δ% val-
ues of −0.1 and +0.6 % for the monomeric and full pro-
tein data sets, respectively, and a range of ~−5 to +6 %. 
The AtoB grid method with either a 5 or 2 Å cube size is 
the second best performer, with similar average Δ% val-
ues of around ~+1 to +2 % for the monomeric and the 
full data sets. A ~−5 to +5 % Δ% range is observed in 
both cases. In the end, HYDROPRO and BEST perform 

Fig. 1  Plots of the percent difference (Δ%) between calculated and 
experimental values of Dt

0
(20,w) (panel a) and s0(20,w) (panel b) for the 

27 proteins listed in Tables 1 and 2. The open symbols connected with 
straight lines are the points utilised to calculate the mean Δ% values 
reported at the end of Tables 1 and 2, while the solid symbols are the 
points excluded from the final mean in Table 1 and from all means in 
Table 2. The correspondence between symbols and modelling/com-
putational methods utilised is shown in the panel b inset. The dotted 
lines above and below the horizontal Δ% = 0 dashed line represent 
the average (SD) deviation of the experimental values. The vertical 
dashed line separates monomeric from multimeric proteins
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similarly, slightly underestimating the average Δ% values 
by ~−3 and ~−2 % for the monomeric and the full data 
sets, respectively (ranges ~−8 to +3 % for HYDROPRO 
and ~−9 to +6 % for BEST).

Finally, we would like to briefly report on the use of 
NMR structures instead of X-ray structures when perform-
ing hydrodynamic computations. We have previously per-
formed such tests in our SOMO and US-SOMO articles 
(Brookes et al. 2010b; Rai et al. 2005). The US-SOMO 
implementation renders possible the automatic process-
ing of all models included in an NMR structure, and the 
averaging of the computed hydrodynamic parameters. This 
capability is absent from both HYDROPRO and BEST, and 
therefore we have elected not to conduct the same extensive 
comparison on the restricted set of NMR structures avail-
able for the proteins we have examined, namely ribonucle-
ase A (2AAS), lysozyme (1E8L) and myoglobin (1MYF). 
Nevertheless, we have performed the comparisons for the 
SoMo and AtoB methods, confirming what was already 
evident in our previous studies: there is practically no dif-
ference in the Dt

0
(20,w) and s0(20,w) values computed for the 

X-ray and NMR structures of ribonuclease A, a very small 
difference for myoglobin, but a relatively large difference 
for lysozyme, with the NMR structure-derived values sig-
nificantly closer to the experimental values than their X-ray 
counterparts (data not shown). These findings confirm what 
we have already reported and interpreted as an effect of the 
many extended chains on the surface of lysozyme com-
pared with the other proteins (Brookes et al. 2010b; Rai 
et al. 2005).

Discussion

The results of our comparative analysis can now be dis-
cussed. An overestimation of the Dt

0
(20,w) values with 

respect to experimental data indicates that the model 
employed is somewhat smaller than it should be. Therefore, 
we interpret the performance of the SoMo models with the 
overlap removal as due to a reduction of the surface of the 
“hydrated” protein compared with the one that would be 
obtained from the original crystal structure, notwithstand-
ing the outward translation procedure that was devised 
to avoid this problem (Rai et al. 2005). In fact, when we 
employ the SoMo models without the overlap reduction, 
coupled with the Zeno computational method, the best per-
formance of all the methods examined is obtained. Impor-
tantly, since the volume of the beads in the SoMo models 
is derived from that of the constituent residues plus that 
of the theoretically “bound” water of hydration (Brookes 
et al. 2010b; Kuntz and Kauzmann 1974; Rai et al. 2005), 
this result suggests that our local hydration scheme is 
very effective. This is also confirmed by the excellent 

performance of the AtoB models, where the same hydration 
scheme is applied. Evidently, in the AtoB models the larger 
number of beads utilised allows a better preservation of the 
overall “hydrated” protein surface when the overlaps are 
removed, which is still performed with the outward transla-
tion for the exposed beads.

The results generated by HYDROPRO and BEST, which 
underestimate the Dt

0
(20,w) values slightly more than the 

SoMo models with overlap removal overestimate them, 
indicate that both the shell-bead and the triangulated mod-
els are larger than they should be to correctly represent the 
“hydrated” protein surface. Evidently, the atomic element 
radius utilised by HYDROPRO and the atom radii utilised 
by BEST have both been overestimated. We recall that 
these values were not derived from a detailed analysis of the 
average hydrated surface of proteins, but adjusted so as to 
match, on average, the hydrodynamics of a selected group 
of proteins, moreover without the careful evaluation of the 
available experimental data that we have instead conducted. 
Furthermore, the approach used in both HYDROPRO and 
BEST treats the hydration as a uniform layer, while the 
results of the SoMo models with overlaps discussed above 
seem to confirm that preferentially hydrating the polar/
charged residues produces better results. It is possible that 
reduction of the atomic element radius in HYDROPRO and 
the atom radii in BEST, and perhaps accounting for prefer-
ential hydration, could bring the performance of these two 
methods on a par with that of the SoMo with overlaps/Zeno 
combination or the AtoB methods.

The other important observation that stems from our 
extensive comparisons is the relative inadequacy of the 
computed s0(20,w) in reproducing the experimental data. 
This is particularly disappointing, given that s0(20,w) is 
more easily determined (and usually with better statistical 
error, see Table 2; Fig. 1, panel b) than the corresponding 
Dt

0
(20,w) value. Apart from trivial experimental errors such 

as the “time bug” in AUC data analysis reported not long 
ago (Zhao et al. 2013), a likely source of the discrepancy is 
the v̄(20,w) value utilised in converting Dt

0
(20,w) to s0(20,w) (see 

Eq. 3). Although a great deal of effort has been invested 
in finding an accurate way of computing v̄(20,w) from (bio)
macromolecular composition [e.g. Durchschlag and Zip-
per 2005, 2008)], the results are still not always reliable. 
In particular, the contribution of the solvent composition 
and pH is sometimes not properly taken into account, nor is 
the interplay between the various types of residues. Experi-
mental values, which in principle should always be sought 
and employed, are not easily determined either, since they 
require milligram quantities of material when using a den-
simetric approach, or the availability of water isotopes and 
careful experimental design if the differential sedimenta-
tion approach is chosen. In any case, an analysis of the data 
reported in Table 2 for the best performing method (SoMo 
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models without overlap removal coupled with the Zeno 
calculations, outliers excluded) revealed only a modest dif-
ference between the average Δ% values for the s0(20,w) data 
calculated when experimental v̄(20,w) values were avail-
able (−1.0 ± 3.6; n = 8) versus computed v̄(20,w) values 
(+2.1 ± 5.2; n = 17), leaving this issue still open for fur-
ther investigation.

Regarding the difference between NMR and X-ray crys-
tallography derived structures, we confirm what we have 
previously reported (Brookes et al. 2010b; Rai et al. 2005). 
NMR-derived structures appear to be better suited to model 
translational friction, especially when the macromolecule is 
small and has many long, potentially flexible surface side-
chains. However, this effect should vanish as the protein 
size increases.

Conclusions

Some general conclusions, and some guidelines for the 
use of the various hydrodynamic modelling approaches 
examined, can now be offered. First of all, it seems evident 
that, whenever possible, the experimental determination of 
Dt

0
(20,w) should be sought in preference to (or in conjunc-

tion with) s0(20,w). Dynamic light scattering (DLS) is now 
a relatively affordable technique for the measurement of 
Dt

0
(20,w), provided that a size-exclusion chromatography 

step is performed to obtain a monodispersed solution of the 
(bio)macromolecule of interest, and that a concentration 
series is also performed. A potential source of error can be 
encountered when dealing with elongated, large particles, 
in which case determining the angular dependence of the 
DLS signals becomes mandatory. But this requires either 
much more sophisticated, costly equipment, or modifica-
tion of simpler, multi-angle instruments relying on a sin-
gle-angle fibre optic to collect the DLS signal. On the other 
hand, analytical ultracentrifugation (AUC) can directly 
provide Dt

0
(20,w) from boundary spreading analysis in a 

standard sedimentation velocity experiment. But the data 
processing required for this appears to be more error prone 
than when dealing with the simpler determination of s0(20,w). 
Synthetic boundary experiments, seldom performed, could 
be a viable alternative, but, again, analysis of the data is 
less straightforward.

Regarding the hydrodynamic modelling methods, whose 
main characteristics and basic performances are outlined in 
Table 3, we would like to offer the following guidelines: 
The least demanding, most rapid method for calculating 
Dt

0
(20,w) and s0(20,w) is HYDROPRO, which however suf-

fers from two problems: using the current atomic element 
radius, it is the least accurate, and its reliability declines as 
the size of the (bio)macromolecule increases. Furthermore, 
any problems with the extrapolation to zero shell bead size 

are not immediately obvious to the user, since a graphi-
cal representation of the extrapolation is not provided. 
Although users could manually plot such graphs from the 
results generated by HYDROPRO, this will offset one of 
its advantages, namely the speed with which it will produce 
the final extrapolated results, which is practically inde-
pendent of protein size in the default mode (see Table 3). 
Furthermore, HYDROPRO does not perform a check of 
the structure submitted, and while this avoids some of the 
drawbacks of the US-SOMO methods (see below), it could 
hide potential problems such as missing atoms/residues 
leading to avoidable errors in the hydrodynamic computa-
tion. Therefore, HYDROPRO in its current implementa-
tion is to be recommended only for a quick initial evalu-
ation of the translational frictional properties of a (bio)
macromolecule.

The other extrapolation-based method tested, BEST, 
appears to generate values of Dt

0
(20,w) and s0(20,w) that suffer 

from an underestimation problem of the same magnitude as 
HYDROPRO. While attempting to adjust the radii values 
to deliver a better match with the experimental Dt

0
(20,w) and 

s
0
(20,w) values was outside the scope of this work, it is com-

pletely conceivable that it could be achieved in this way. 
However, we feel that the computational accuracy at the 
core of the BEST calculations is not really required when 
dealing with translational frictional properties, and comes 
at the cost of a large increase in computing time, very much 
dependent on the computing architecture available, on pro-
tein size, and on the choice of the minimum and maximum 
number of plates used to produce the triangulated mod-
els (see Table 3; the apparently odd time decrease with 
increasing size with fixed min–max plate numbers is due 
to repeated failures in the MSROLL-coalescing steps when 
generating very finely triangulated surfaces). Moreover, 
the extrapolations should always be checked, a task which 
is however facilitated by the BEST implementation under 
US-SOMO. In addition, like HYDROPRO, BEST does 
not check the input structure for missing atoms etc., which 
while being less demanding on the operator, requires that 
such checks be conducted prior to submission to ensure 
that meaningful results are obtained. Therefore, provided 
that atom radii that correct the observed underestimation of 
translational frictional properties can be determined, BEST 
seems better suited for very specialised applications that 
really require its level of internal accuracy, such as when 
the computation of τc

0
(20,w) and [η] are sought.

The SoMo and AtoB methods offered inside the US-
SOMO suite are more demanding, requiring the coding 
of atoms/residues in a series of lookup tables for best per-
formance (Brookes et al. 2010b). However, these lookup 
tables already encode most of the atoms and residues com-
monly found in structures downloaded from the PDB [see 
e.g. supplementary material in (Brookes et al. 2010b)], 
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and approximate methods are offered to avoid this coding 
step when the non-coded parts are a small portion of the 
structure (Brookes et al. 2010a). This usually affects more 
the s0(20,w) values, because of the v̄(20,w) contribution, than 
Dt

0
(20,w). Nevertheless, the SoMo and AtoB methods offer 

several advantages. Although the SoMo method with over-
lap removal slightly overestimates Dt

0
(20,w) and s0(20,w), the 

direct correspondence between residues and beads makes 
it suitable for studies addressing, for instance, complex 
formation or flexibility issues. The new combination of 
SoMo models without overlap removal and Zeno hydro-
dynamic computations proposed here [directly available 
with the next US-SOMO release, see Brookes and Rocco 
(2015)] appears to be able to provide the most accurate 
computation of Dt

0
(20,w) and s0(20,w), but the calculations with 

the current implementation of Zeno are still significantly 
slower than with the supermatrix inversion procedure (see 
Table 3). This should change in the near future, with the 
arrival of a new, faster Zeno code (J. Douglas, NIST, per-
sonal communication), and could make this combination 
the method of choice for standard hydrodynamic computa-
tions of translational friction properties. In the meantime, 
the AtoB method with a 5 Å grid size appears to combine 
very good accuracy with reasonable computing times, even 

for the largest structures examined, making it the current 
method of choice. Moreover, the possibility of chang-
ing the grid size in AtoB facilitates the study of very large 
structures that would pose computational problems for all 
other methods examined.

In conclusion, owing to speed, ease of operation and 
relative accuracy, the determination of the translational 
frictional properties of (bio)macromolecules followed 
by hydrodynamic modelling has become a complemen-
tary, standard tool in multi-resolution modelling. With our 
detailed examination of the methods currently available, we 
hope that we have provided a clear view of their advantages 
and limitations. While further improvements in the soft-
ware are to be expected, what is sorely missing, given the 
vintage of most literature data (dating back to 1927!), is a 
new, robust set of experimental data for a series of test pro-
teins to be used as “standard candles” in the refinement of 
hydrodynamic modelling methods.
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Table 3  Characteristics and performances of the main hydrodynamic modelling/computational methods discussed in this work

BM bead modelling, BE boundary elements, SMI supermatrix inversion, SI surface integrals
a Automatic computation and averaging of hydrodynamic parameters possible for multiple structures in NMR-type files
b For all test proteins listed in Table 1, outliers excluded, (±SD)
c For all test proteins listed in Table 2, outliers excluded, (±SD)
d For the Zeno and SMI methods within US-SOMO (Windows version) and HYDROPRO (WinHydropro), computations were run on an Intel 
Core i5-3470 3.2 GHz PC with 6 GB RAM, operating under the Windows 7 Professional OS; for BEST within US-SOMO, they were run on the 
TACC Stampede cluster, and do not include waiting times in the queue (see “Materials and methods”)
e Approximate methods available for non-coded or incomplete residues
f Checks performed but no influence on program execution

Program (condi-
tions)

Structure 
check?

NMR?a Modelling  
method

Computational 
method

D
0
t(20,w)  

average Δ%b
s
0
(20,w)  

average Δ%c
Computing time (minutes) for 
selected structuresd

1AKI 
(14 kDa)

1AO6 
(66 kDa)

1ADO 
(160 kDa)

SoMo (with  
overlaps) in  
US-SOMO

Yese Yes BM, residue to 
bead

Zeno −0.2 ± 2.4 −0.6 ± 3.7 0.5 7.8 20.3

AtoB (5 Å grid)  
in US-SOMO

Yese Yes BM, grid SMI +0.3 ± 2.4 +1.4 ± 3.5 0.03 1 9

SoMo (no  
overlaps) in  
US-SOMO

Yese Yes BM, residue to 
bead

SMI +1.9 ± 2.5 +2.9 ± 3.5 0.02 0.2 0.5

BEST (manual)  
in US-SOMO

Yesf No BE (2000–6000 
plates)

SI −2.7 ± 2.1 −1.9 ± 3.8 356 100 93

BEST (heuristic)  
in US-SOMO

Yesf No BE (variable # of 
plates)

SI −2.8 ± 2.2 1.9 ± 3.7 170 261 1072

HYDROPRO  
(WinHydropro)

No No Shell BM (≤2000 
beads)

SMI −3.6 ± 3.0 −2.4 ± 3.2 0.3 0.3 0.3
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