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Abstract

Analysis of sedimentation velocity data for indefinite self-associating systems is often achieved by fitting of weight
average sedimentation coefficients However, this method discriminates poorly between alternative models ofˆ(s ).20,w

association and is biased by the presence of inactive monomers and irreversible aggregates. Therefore, a more robust
method for extracting the binding constants for indefinite self-associating systems has been developed. This approach
utilizes a set of fitting routines(SedAnal) that perform global non-linear least squares fits of up to 10 sedimentation
velocity experiments, corresponding to different loading concentrations, by a combination of finite element simulations
and a fitting algorithm that uses a simplex convergence routine to search parameter space. Indefinite self-association
is analyzed with the software programISODESfitter, which incorporates user provided functions for sedimentation
coefficients as a function of the degree of polymerization for spherical, linear and helical polymer models. The
computer programHYDRO was used to generate the sedimentation coefficient values for the linear and helical polymer
assembly mechanisms. Since this curve fitting method directly fits the shape of the sedimenting boundary, it is in
principle very sensitive to alternative models and the presence of species not participating in the reaction. This
approach is compared with traditional fitting of weight average data and applied to the initial stages of Mg -induced2q

tubulin self-associating into small curved polymers, and vinblastine-induced tubulin spiral formation. The appropriate
use and limitations of the methods are discussed.
� 2003 Elsevier B.V. All rights reserved.
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1. Introduction

Analytical ultracentrifugation is a powerful
method for investigating the association properties
of macromolecular complexes. Numerous applica-
tions have been reported dating back to the original
work by Svedberg on hemoglobinw1x. Many bio-
chemical systems exhibit complex reaction path-
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ways or broad size distributions that make them
best analyzed by sedimentation velocity approach-
esw2x. One of the traditional methods for analyzing
sedimentation velocity data for interacting systems
is by analysis of the concentration dependence of
the weight average sedimentation coefficient

For example, numerous ultracentrifugeˆ(s ).20,w

studies have been performed on the ligand-induced
self-association of tubulin, the major protein found
in microtubulesw2x. These ligands include Mg2q

w3,4x, drugs like vinca alkaloidsw5–10x, and
microtubule associated proteins like MAP2w11x
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and stathminw12,13x. The analysis is basedŝ20,w

upon the thermodynamic requirement that the
weight average sedimentation coefficient of a sys-
tem is determined by mass action, and will be a
unique function of the composition of the solution
at the plateau concentration. Weight average anal-
ysis techniques are highly appropriate for deter-
mination of the stoichiometry and thermodynamics
of the interactions. This approach is complex
because two parameters must be specified for each
oligomer in the reaction, the molecular weightMi

and the frictional coefficientf , to be able to assigni

the appropriate sedimentation coefficientS . Ini

sedimentation equilibrium analysis the number of
parameters is reduced to one per species, the
molecular weight M . However, many reactioni

schemes span an extremely broad range of molec-
ular weights, and thus it is difficult to choose a
rotor speed where all of the species are contribut-
ing to the equilibrium distribution analyzed, i.e.
the largest species pellet out of solution. The
advantage of velocity analysis is the entire bound-
ary, and thus the entire reactive species distribu-
tion, is measured and contributes to the average

behavior and to the overall shape of theŝ20,w

boundary.
Significant progress has been made in simulating

the shapes of sedimenting boundaries for various
noninteracting and interacting systemsw14–22x.
These include nonideal, discrete reaction mecha-
nisms like monomer–dimer, monomer–trimer,
monomer–dimer–tetramer–octomer, isodesmic or
indefinite associationw23x, and heterogeneous sys-
tems like AqBlC, CqBlD w21,24x. A major
goal of these efforts is to take advantage of modern
computing power and incorporate these simulation
methods into non-linear least squares(NLLS)
fitting algorithms that directly compare experimen-
tal data with distinct reaction mechanisms. When
done in a global context, these approaches offer
highly robust methods for determining stoichiom-
etry and the equilibrium constants for the interac-
tions. Direct inspection of the deviations and RMS
of the fits allows statistically significant discrimi-
nation between models and discovery of nonequi-
librium complications, such as inactive monomers
or the presence of irreversible aggregates.

Particularly challenging problems for sedimen-
tation velocity analysis are proteins that undergo
indefinite or isodesmic self-association schemes.
Examples include tubulinw3,5,10x, insulin self-
association in the absence of Znw25x, spectrinq2

w26x, glutamate dehydrogenasew27x, myelin basic
protein in the presence of detergentsw28x, FtsZ
w29,30x, and Revw31,54x. In this study, we report
the development of a fitting routine(ISODESfitter)
that globally analyzes up to 10 sedimentation
velocity data sets collected as a function of loading
concentration for the equilibrium constant for
indefinite self-association.ISODESfitter uses a com-
bination of finite element simulations of the reac-
tion boundary w32,33x and a NLLS fitting
algorithm that involves a simplex convergence
routine to search parameter space to fit to time
difference,DC, data w34x. The form of theS(N)
vs. N-mer function is generated by simulations
with HYDRO w35x to generate the data for different
models corresponding to constant axial ratio
(N ), linear polymers and helical or curved2y3

polymers. These models were incorporated into
both andDC fitting functions which in turnŝ20,w

have been applied to data from the early stages of
Mg -induced self-association of tubulin and vin-2q

blastine-induced tubulin spiral formation.

2. Methods

2.1. Tubulin purification

MAP-free pig brain tubulin was obtained by
two cycles of warm–cold polymerization–depo-
lymerization followed by phosphocellulose chro-
matography(PC) to separate tubulin from MAPs
w36,37x. Protein concentrations were determined
spectrophotometrically,́ s1.2 l g cm w38x.y1 y1

278

An additional tubulin recycling step was performed
in order to further remove any denatured tubulin.
This involved diluting tubulin 1:1 with 8 M glyc-
erol, 0.1 M Pipes, 1 mM MgSO , 1 mM EGTA4

and bringing the final concentration of GTP and
MgSO to 0.5 and 2.5 mM, respectively. The4

samples were incubated at 378C for 30 min and
then spun at 100 000 rpm in a TL-100 ultracentri-
fuge (TLA 100.1) for 5 min at 378C. The pellets
were resuspended by douncing 10 times in a
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minimum volume of a buffer consisting of 100
mM Pipes, 1 mM MgSO , 2 mM EGTA, 2 mM4

DTT, 0.5 mM GDP, pH 6.9. The resuspended
tubulin was clarified by spinning at 100 000 rpm
(rotor TLA 100.3) for 3 min at 48C. Finally, the
recovered tubulin supernatant was frozen dropwise
into liquid N and stored aty70 8C.2

2.2. Sedimentation velocity experiments

Sedimentation studies were performed in a
Beckman Optima XLA analytical ultracentrifuge
equipped with absorbance optics and an An60 Ti
rotor. Velocity data were collected at the appropri-
ate speeds at a wavelength of 278 nm using a
spacing of 0.002 cm with one flash at each point
in continuous scan mode. Tubulin self-association
was examined by spinning tubulin from 2 to 14
mM over a range of MgCl concentrations, 0–102

mM, at 3.68C, 42 000 rpm in a buffer consisting
of 25 mM Pipes, 50 mM KCl, 50mM GDP, 1
mM EGTA, pH 6.8, titrated with KOH(buffer P).
Runs were conducted at 3.68C to minimize irre-
versible tubulin aggregation. Temperature was cal-
ibrated by the method of Liu and Staffordw39x.
Samples were equilibrated in buffer P by centrif-
ugal gel filtration with Sephadex G-50 columns
w40x.

2.3. Sedimenting boundary analysis

All sedimentation velocity data were initially
analyzed byDCDTq (version 1.15) w16,22x as
describedw41x to produceg(s) distribution plots.
The weight average sedimentation coefficient val-
ues were obtained fromDCDTq correctedˆ(s )20,w

for the solution density and viscosityw42x. The
density for each buffer was measured using an
Anton Paar DMA 5000 density meter and the
viscosities were measured in a Cannon-Manning
Semi-Micro viscometer placed in a Cannon M1
Series constant temperature water bath. The meas-
ured densities at 3.68C for 0, 0.5, 1, 2, 5, and 10
mM Mg buffers were 1.006878, 1.006905,2q

1.006935, 1.006835, 1.007015, and 1.007122
g ml , respectively. The viscosities were meas-y1

ured at 24.78C and these values were corrected to
3.6 8C. The converted viscosities at 3.68C were

1.5996, 1.5980, 1.6013, 1.6609, 1.6631 and 1.6686
cP, respectively. The partial specific volume used
for tubulin was 0.736 ml g w43,44x.y1

2.4. Analysis of tubulin self-associationŝ20,w

Fitting of data was accomplished throughŝ20,w

the use of a nonlinear least-squares programFITALL

(MTR Software, Toronto, Canada) that had been
modified to include various fitting functions to
obtain the appropriate binding constants involved
w2x. This approach requires an estimate ofS the1

tubulin-heterodimer sedimentation coefficient and
estimates of theS values for each polymer speciesi

participating in the isodesmic reaction.(An iso-
desmic reaction implies equal association con-
stants,K , for each step in the assembly pathway,iso

as discussed below.) S was estimated by linear1

extrapolating of values to zero Tb concentra-ŝ20,w

tion. The extrapolated sedimentation coefficient
values at 0, 0.5, and 1 mM Mg converged to a2q

value of 5.82"0.05 S , consistent with previous20,w

reportsw3,4x, and was used for all data sets. The
S values were generated from anN model, a2y3

i

linear model or a helical self-association model
(Section 2.6). analysis also allows for theŝ20,w

inclusion of hydrodynamic nonideality in the form
S=(1ygC), where g has been measured to be
0.018 ml mg w3,4x and C is the total proteiny1

concentration. If we assumegs0.0, thenK isiso

between 26.7(at 0 mM Mg ) and 7.6%(at 102q

mM Mg ) smaller, corresponding to a decrease2q

in DG of 0.13–0.04 kcal mol .y1
iso

2.5. Direct curve fitting analysis of the sedimenting
boundary

A curve fitting procedure has been developed
using both least squares and robust statistical
methods for the determination of equilibrium con-
stants for interacting systems from sedimentation
velocity experimentsw24,55x. Time differences of
the concentration profiles are employed to achieve
automatic removal of time-independent baseline
components from the raw data. Curve fitting is
carried out using a simplex directed searchw34x
and employing the finite element method of Clav-
erie w32,33x to solve the Lamm equation for each
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Table 1
Summary ofHYDRO derived functions for fitting Ln(S ) vs. Ln(N)N

N2y3 ln(sys )s(2y3)(ln( j))1

Linear (spheres) ln(sys )s0.4388(ln( j))–0.03172(ln( j))21

Linear (21 beads) ln(sys )s0.5932(ln( j))–0.05360(ln( j))21

Helical (spheres) ln(sys )s0.3664(ln( j))–0.01102(ln( j))21

Helical (21 beads) ln(sys )s0.4911(ln( j))–0.0006354(ln( j))21

Helical (42 beads) ln(sys )s0.4315(ln( j))–0.01306(ln( j))21

set of new estimates generated by the Nelder and
Mead algorithm. Solutions are generated for the
times corresponding to the experimental traces and
are subtracted pairwise to generate simulated time
differenceDC patterns. AllS and S values cor-1 i

respond to the solution conditions and the temper-
ature of the experiment. The experimental and
simulated time difference patterns are compared
and further estimates generated until either the
sum of the squares of the residuals or the sum of
the absolute values of the residuals is minimized.
The finite element method was adapted to solve
various isodesmic self-associating models, charac-
terized by the equilibrium constantK . Thisiso

allows us to quantify the extent of Mg - and2q

vinblastine-dependent tubulin self-association into
small curved and helical polymers. The isodesmic
fitter, ISODESfitter, allows one to input a quadratic
or cubic relationship between the logarithm of the
sedimentation coefficients of the oligomeric spe-
cies (S yS ) present and the logarithm of theirn 1

corresponding degree of oligomerization orN-mer
value (Table 1). The models tested were constant
axial ratios(S s(i) S ), linear, or helical poly-2y3

i 1

mers. These models also allow for the inclusion
of hydrodynamic nonideality,g, and thermodynam-
ic nonideality, BM1w55x. In general, inclusion of
a fixed value ofgs0.018 ml mg has a smally1

effect on RMS ranging from"0.002 with no
consistent improvement in the fitting.K valuesiso

are slightly increased as expected.

2.6. HYDRO modeling

Hydrodynamic models for tubulin polymers
were simulated withHYDRO (Hydro5amsd.exe;
w35x) in two ways. Either each tubulin subunit was
modeled as a single sphere of fixed radius(30.07
A) or the tubulin dimer was modeled as 42 beads˚

of 13 A radius(21 beads for each subunit; provid-˚
ed by Diaz and Andreu) derived from scattering
data w45,46x. These values along with a vbar of
0.736 ml g gave a heterodimer sedimentationy1

coefficient of 5.82 S . The sphere and dimer20,w

models were then allowed to propagate into either
a linear polymer or a helical polymer using a
contacted step size of 4–8 nm. The helix dimen-
sions correspond to a pitch of 25.67 nm and a
diameter of 38.35 nm as described for vinblastine
induced polymers by Hodgkinson et al.w47x. Data
were simulated at intervals of 5–10 dimers for up
to 50 dimers, plotted as Ln(S yS ) vs. Ln(N) andN 1

fit as a quadratic function in Ln(N) (Table 1).
(For cases whereS was simulated up to 100- toN

300-mers we used cubic functions.) For the sphere
model each sphere was centered on the helical arc,
while for the 42-bead model each dimer unit was
rigidly translated in a 8 nm helical step. This
assumes bending occurs only at the hetero-dimer
interface. A 21-bead model was also constructed
where each monomer unit was rigidly translated
in a 4 nm helical step. This assumes bending
occurs at each subunit interface. Simulations with
a 21-bead model give identical results to the 42-
bead model for the linear case and nearly identical
results for the helical case(Fig. 1). These quadratic
(or cubic) functions are then used as theS(N) vs.
N data generators in the weight average and
ISODES fitters (Fig. 3). For small degrees of
association these helical polymers approximate the
quaternary structures of small curved polymers.
Other models are possible but no data exist to
limit the choices(Section 4).

3. Results

Fig. 1A summarizes the dependence ofs on the
degree of oligomerization simulated withHYDRO
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Fig. 1. (A) Models for calculatingS(N) vs. N-mer corresponding toN ( ), linear using spheres(– – –), linear using 21-bead2y3

model(ØØØØ), helical using spheres(Ø-Ø-Ø), and helical using 21-bead model(-ØØ-ØØ-) or 42-bead model(- - - -) polymer structures.
The linear and helical models were constructed usingHYDRO generated data. The linear spherical data is consistent with either a
Perrin rod or prolate model of similar axial ratios(not shown;w53x). S equals 5.82 s in all cases, the experimental S for tubulin1 20,w

dimers. (B) Graphical depictions of the various models used in Fig. 1A. TheN model assumes constant axial ratio for all2y3

polymers, represented here by spheres, but not restricted from other axial ratios. The linear models assume bead deflections along
a single axis. The helical models are defined by the helical rise and pitch of vinblastine induced spirals(see Section 2). For 42-
bead helices the helical bend is between dimers, while for 21-bead helices the bend is both within the dimer and between dimers.

for various polymer configurations(Fig. 1B). The
N or constant axial ratio model is, as expected,2y3

the steepest since it involves the formation of the
most compact polymers possible. The linear
spheres and the linear 21- or 42-bead models are
relatively flat above 20-mers and asymptote to 20
and 27 S, respectively. The helical spheres and the
helical 21- or 42-bead models deviate from their
corresponding linear models above 8-mers and
continue to have significant slope above 50-mers.
These models were incorporated into weight aver-
age and direct boundary shape fitting algorithms.

To demonstrate the influence of these six models
on data analysis, sedimentation coefficient distri-
butions g(s) were simulated for increasingKiso

values and for different quaternary models. Fig.
2A presents theN results for increasingK2y3

iso

values ranging from 5=10 to 5=10 . There is a4 6

significant increase in the peak position, the weight
average value and the degree of trailing or centrip-
etal skewing with increasing indefinite association
constant. In Fig. 2B different models are simulated
at a fixedK value of 5=10 . It is dramatically6

iso

apparent that even though the species distribution
is the same(Fig. 2C), theg(s) patterns in Fig. 2B
are different because of theS(N) vs.N dependency
for the different models. In general, the linear and
helical polymers sediment much more slowly due
to increased frictional drag. Only sedimentation
velocity analysis can discriminate between the
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Fig. 2. Simulatedg(s) patterns for isodesmic tubulin data. The
sedimentation scans were generated with the simulation option
in ISODESfitter, and the g(s) patterns were generated with
DCDTq. An apparent value of S(5.15 s), corresponding to1

the vinblastine experiments, is used to generate theg(s) curves.
Panel A.g(s) patterns as a function ofK for 5E4, 1E5, 5E5,iso

1E6, 5E6 M (left to right) were generated at a fixed tubuliny1

concentration(2.0 mM) using theN model for polymerS2y3
n

values. Panel B.g(s) patterns atK s5E6 andwTbxs2.0mMiso

were generated for a spherical linear model(—), a 42-bead
helical model(– – –) and theN model (ØØØØ) for polymer2y3

S values. Panel C. A plot of the initial species distributionn

(wmg ml x vs. N-mer; at times0 s) generated for 2mM tub-y1

ulin at aK of 5E6 M .y1
iso

models. These models would be identical if ana-
lyzed by equilibrium approaches because the MW
and species distributions would be identical. The
question is does fitting velocity data with these
various models allow one to discriminate between
them and thus choose the best model to describe
the data?

Fig. 3 summarizes the species distributiong(s*)
for data collected for PC-tubulin as a function

Mg and protein concentration. It is apparent that2q

the g(s) patterns shift with both increasing protein
and divalent cation concentration. The easiest
method for quantitatively analyzing these data is
to fit the vs. tubulin concentration data to anŝ20,w

appropriate association schemew2x. Tubulin is
known to undergo a Mg-dependent indefinite self-
association that terminates in 42 S ring formation
w3,4x. For these Mg and protein concentrations2q

the majority of the values are less than theŝ20,w

expected value for tubulin dimers. Thus, these data
correspond to the early stages of indefinite polym-
erization and were fit to aK model (Table 1)iso

for six different S(N) functions(Table 1 and Fig.
1).

Fig. 4 summarizes the fitting forN , a 21-2y3

bead linear and a 21-bead helical model. Fitting
with an N model produces reasonably good fits2y3

for all data sets. At 0, 0.5 and 1 mM Mg the2q

models are equally good at describing the data. At
2 and 5 mM Mg theN model is the worst2q 2y3

fit. (This is exaggerated at 5 mM Mg by the2q

presence of two outliers, discussed below.) At 10
mM Mg the N model is again the best fit,2q 2y3

primarily because it rises so steeply withN-mer
and therefore can more easily follow the rapid rise
of the data. There is also a significantŝ20,w

improvement of the 21–42 bead models over the
two sphere models. In generalK values varyiso

with the steepness of theS(N) models, being
largest with the linear and helical sphere models
(Table 2). The K values for the sphere modelsiso

are on average 1.34–1.67=larger relative to the
21- and 42-bead models, and 2.08–4.71=larger
relative to theN model, consistent with the2y3

smallerS values and the need to increaseK toi iso

compensate.
A further test of this analysis is to perform

Wyman analysis(Fig. 5A) of the Ln(K ) valuesiso

as a function of LnwMg x. Surprisingly, all of theq2

models give slopes that are consistent with the
binding of one Mg per addition of tubulin2q

heterodimer, 0.812"0.056, as reported previously
w3,4x. This suggests fitting of weight average data
correctly tracks the trends in the data and Wyman
analysis of these data(≠Ln K y≠LnwMg x) isq2

iso

remarkably forgiving of incorrect models.
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Fig. 3. A family of g(s) plots demonstrating the increasing
degree of tubulin self-association with increasing Mg con-2q

centration(0–10 mM Mg ). For each Mg concentration,2q 2q

sedimentation velocity runs are preformed using a range of 2–
14 mM tubulin. Within each Mg concentration there is a2q

noticeable shift in theg(s) curves, demonstrating that the
degree of self-association is influenced by both an increase in
Mg and tubulin concentration. The sedimentation coefficient2q

for the tubulin dimerS is indicated by the vertical line, and1

determined by extrapolation of data to zero proteinŝ20,w

concentration. Fig. 4. A comparison of fitting data using different modelsŝ20,w

for Mg induced tubulin self-association. The closed symbols2q

(j, ., m, %, �, d) represent the values for each tubulinŝ20,w

concentration, 2–14mM, at each corresponding Mg concen-2q

tration: 0, 0.5, 1, 2, 5, and 10 mM, respectively. The curves
represent the fits to the data assuming anN (panel A),2y3ŝ20,w

a 21-bead linear(panel B), or 21-bead helical(panel C) rela-
tionship between the sedimentation coefficients and the poly-
mers formed. A summary of the fits to all six models(Fig. 1)
is listed in Table 2.

Fig. 6 summaries a global ISODES fit of the
six 10 mM Mg data sets from Fig. 3 to the 42-2q

bead helical model. What is apparent in Fig. 6 is
that the fits(red lines) are shifted towards lower
radial positions for the two lowest concentrations
(left column), while the fits track through the data

or are slightly shifted towards higher radial posi-
tions for the four highest concentrations. The
global K for these data is 2.31=10 , a nearly5

iso

identical value to that for the fitting of weight
average data to a 42-bead helical model. What this
analysis allows us to see on a specific sample
basis is the deviations from the best fit. In this
instance there appears to be heterogeneity inK .iso

In addition, in three of the samples at 8, 10 and
14 mM loading concentration, there is significant
deviation at the base of the cell since the fits come
back to baseline while the data(in black) retains
a gradient. If this deviation were due to presence
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Table 2
Summary of fitting of sedimentation velocity dataŝ20,w

wMg x (mM)2q

0 0.5 1 2 5 10

N2y3 s (S)2
wfit x 0.00432 0.00573 0.00310 0.00580 0.0417 0.00559

K (M )y1
iso 9.90=103 1.19=104 1.61=104 3.50=104 5.75=104 9.67=104

DG8K (kcal mol )y1
iso y5.06 y5.16 y5.33 y5.75 y6.02 y6.31

Linear (spheres) s (S)2
wfit x 0.00510 0.00517 0.00295 0.00138 0.00627 0.0530

K (M )y1
iso 1.86=104 2.27=104 3.19=104 8.02=104 1.52=105 3.04=105

DG8K (kcal mol )y1
iso y5.41 y5.52 y5.70 y6.21 y6.56 y6.94

Linear (21 beads) s (S)2
wfit x 0.00465 0.00528 0.00288 0.00234 0.0192 0.0140

K (M )y1
iso 1.30=104 1.64=104 2.16=104 5.03=104 8.83=104 1.62=105

DG8K (kcal mol )y1
iso y5.21 y5.34 y5.49 y5.95 y6.26 y6.60

Helical (spheres) s (S)2
wfit x 0.00516 0.00516 0.00300 0.00139 0.00786 0.0366

K (M )y1
iso 2.21=104 2.69=104 3.79=104 9.49=104 1.76=105 3.43=105

DG8K (kcal mol )y1
iso y5.50 y5.61 y5.80 y6.30 y6.64 y7.01

Helical (21 beads) s (S)2
wfit x 0.00470 0.00539 0.00289 0.00229 0.0199 0.0109

K (M )y1
iso 1.51=104 1.83=104 2.53=104 5.90=104 1.03=105 1.87=105

DG8K (kcal mol )y1
iso y5.29 y5.40 y5.58 y6.04 y6.35 y6.68

Helical (42 beads) s (S)2
wfit x 0.00484 0.00530 0.00289 0.00178 0.0158 0.0158

K (M )y1
iso 1.75=104 2.13=104 2.96=104 7.04=104 1.25=105 2.31=105

DG8K (kcal mol )y1
iso y5.37 y5.48 y5.66 y6.14 y6.45 y6.79

These sedimentation velocity experiments were performed at 48C, ls278 nm, and 42 000 rpm using the 25 mM Pipes buffer
at pH 6.8 with 50mM GDP and 50 mM KCl. The global fits used a fixed sedimentation coefficient value for tubulin of 5.82ŝ20,w

S andgs1.8=10 for all fits.y2
20,w

of a larger reversible polymer like a ring, then the
deviation should increase in a concentration
dependent manner, being most evident in the
higher concentrations. The fact the 12-mM sample
does not exhibit this deviation suggests that this
behavior is not due to reversible ring formation.
This suggests the presence of larger aggregates not
participating in the reversible reaction.

Fig. 7 summarizes individual ISODES fits of
the same 10 mM Mg data with a 42-bead helical2q

model. Unlike weight average analysis, an advan-
tage of direct boundary fitting is that the analysis
can be done on single experiments. All of the
individual fits now track the low radius side of the
boundaries indicating an improvement in the fits.
The K values range from 2.12 to 2.79=105

iso

M , with an average of 2.37("0.22)=10y1 5

M , consistent with the global value, 2.31=10y1 5

M . The individual fits do not account for they1

presence of larger aggregates in three of the sam-
ples, and, as with the global fits, the deviation at
the base of the cell is ignored in the individual
fits, which instead follow the major trends in the
data. An additional possibility for analysis of this
type w18x is to significantly limit the fitting range,
-6.8 cm, or to choose later scans in the analysis,
to avoid this portion of the data. It is quite apparent
this will have little impact on theK values, sinceiso

the fits already appear to ignore this portion of the
data curves.

Table 3 summarizes the results of global fits of
all data sets using all six model functions forS(N).
In general and similar to weight average analysis,
no model is preferred in describing the data. Each
S(N) function reveals both the presence of heter-
ogeneity and larger aggregates. The linear and
helical sphere models give globalK values thatiso

are systematically larger than the 21- and 42-bead
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Fig. 5. A Wyman linkage plot of the binding constants obtained
from fitting the Mg induced tubulin self-associating data.2q

The slopes of these lines correspond to the number of Mg2q

ions linked to the self-association of tubulin heterodimers. The
dash dot(Ø - Ø - Ø) line represents the fit to the binding con-
stants(∞) originally reported by Frigon and Timasheffw3,4x,
and gives a value of 1.065("0.024) Mg linked to associ-2q

ation. Panels A and B: The various lines represent fits using
the binding constants from the fits(panel A) or DC fitsŝ20,w

(panel B) using theN (j), sphere linear(d), 21-bead linear2y3

(m), helical spheres(%), 21-bead helical(�) and a 42-bead
helical model(.), respectively. Panel A: The values from the
N model, sphere linear, 21-bead linear model, helical2y3

spheres, 21-bead helical and a 42-bead helical model fitsŝ20,w

are 0.717("0.049), 0.887("0.059), 0.787("0.057), 0.871
("0.058), 0.795("0.054) and 0.815("0.055), respectively.
Panel B: The values from theN model, sphere linear, 21-2y3

bead linear model, helical spheres, 21-bead helical and 42-bead
helical model fits are 0.754("0.048), 0.985("0.064),ŝ20,w

0.872("0.060), 0.950("0.062), 0.866("0.057) and 0.902
("0.060), respectively.

models (1.35–1.73-fold) and the N model2y3

(2.11–4.06-fold). Wyman analysis of the data for
each assembly model(Fig. 5B) gives an average
value of 0.888"0.073 Mg ions gained upon2q

assembly. The globalK values from directiso

boundary fitting are generally 20–30% smaller
than the weight average estimates at the lower
Mg concentrations, and 5–10% smaller at the2q

higher Mg concentrations. If the fitting is repeat-2q

ed with g fixed at 0.018, the range of differences
are significantly reduced(from 10 to 2–3%). The
remaining differences appear to reflect the ability
of the direct boundary fitting to ignore the larger
aggregates when fitting the boundary shape, some-
thing not possible with the weight average. This
may also reflect relatively less irreversible aggre-
gation at higher Mg concentrations(see vin-2q

blastine results below).
To further test the application of these models

to indefinite self-association reactions, we analyzed
vinblastine-induced spiral formation. This analysis
requires the use of a ligand mediated model involv-
ing K , ligand binding, andK , indefinite associa-1 2

tion of liganded proteinw9,10x that is altered to
include variableS(N) functions. Weight average
results are presented in Fig. 8. Both theN and2y3

the 21-bead helical models fit the data equally
well, although, as expected, the overallK K for1 2

the bead model is fourfold larger. A 21-bead linear
model also fits the data reasonably well, approach-
ing at asymptote at 25–26 S and deviating from
the data at high vinblastine concentrations, consis-
tent with the asymptote of the 21-beadS(N)
function. This deviation is the first indication of
partial discrimination between these models,
although still larger values are required forŝ20,w

statistically significant deviations. The overall
K K for the 21-bead linear model is 8.5- and 34-1 2

fold larger than for theN and the 21-bead2y3

helical models, consistent with the shapes of these
S(N) models.

The K K values extracted by this ligand-1 2

mediated analysis are related toK by the formulaiso

w5,6x

2w z
x |w xK sK y 1q 1yK DrugŽ .2,app 2 1 freey ~

which implies each sample, at a fixed free drug
concentration, should be analyzable withISODESfit-
ter to determineK . Thus, to investigate the2,app

shape of the vinblastine induced reaction bounda-
ries, data at 1.01mM vinblastine were analyzed
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Fig. 6.

Fig. 7.
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Fig. 8. A comparison of fitting data for vinblastineŝ20,w

induced tubulin self-association using different models for
polymer formation. The closed symbols(j) represent the

values for 2mM tubulin at 0–40mM vinblastine in aŝ20,w

buffer consisting of 80 mM Pipes, 50mM GDP, 0.5 mM
MgCl , 0.5 mM EGTA, pH 6.8 at 19.78C. The curves represent2

the fits to the data assuming anN ( ), 21-bead linear2y3ŝ20, w

(– – –), or 21-bead helical(Ø Ø Ø Ø Ø) relationship between the
sedimentation coefficients and the polymers formed. The
K K values obtained were 3.82=10 M (1.43=10 =12 y2 5

1 2

2.67=10 ), 1.29=10 M (8.44=10 =1.53=10 ), and7 12 y2 3 10

1.52=10 M (7.98=10 =1.91=10 ) for N , 21-bead13 y2 4 8 2y3

linear, and 21-bead helical fits, respectively.

Fig. 7. A plot of the individual fits of the 10 mM Mg data byISODESfitter using a 42-bead helical model. Panels A–F represent2q

the sedimentation velocity experiments performed for 2, 4, 8, 10, 12, and 14mM tubulin with correspondingK values ofiso

2.79=10 , 2.43=10 , 2.12=10 , 2.17=10 , 2.29=10 , and 2.44=10 M . The sedimentation velocity data is represented by the5 5 5 5 5 5 y1

black curves plotted asDC, the difference between pairs of absorbance scans, vs. the radial position. The red curves represent the
simulated fits from isodesmic fitter for this data. The green lines represent the residuals of the fits. Eight pairs of scans were used
in the fitting but only two pairs are shown for clarity. The deviation pattern in the residuals has changed and now one can see the
presence of heterogeneity inK by the range of best fitted values, 2.17–2.79=10 M . The presence of higher order polymers5 y1

iso

in the 8, 10 and 14 M tubulin samples is evident at the base of those cells.

Fig. 6. A plot of the global fit of the 10 mM Mg data byISODESfitter using the 42-bead helical model. Panels A–F represent the2q

sedimentation velocity experiments performed for 2, 4, 8, 10, 12, and 14mM tubulin. The sedimentation velocity data is represented
by the black curves plotted asDC, the difference between pairs of absorbance scans, vs. the radial position. The red curves represent
the simulated fits from isodesmic fitter for this data. The green lines represent the residuals of the fits. Eight pairs of scans were
used in the fitting but only two pairs are shown for clarity. The deviation pattern in the residuals is observed in all of the Mg2q

data sets, and suggests the presence of heterogeneity inK and the presence of higher order polymers. A summary of the globaliso

DC fits to all six models(Fig. 1) is listed in Table 3.

by ISODESfitter (Fig. 9). At this degree of associ-
ation ( s9.60 S) all three models accuratelyŝ20,w

describe the shape of the boundary. This is further
evidence that in this instance tubulin is forming a
distribution of ligand-induced spirals, a model
derived independently from synchrotron scattering
data w46x. While the fitting cannot exclude the
N model, it does suggest in this instance the2y3

absence of aggregation and isotype or nucleotide
heterogeneity. Vinca alkaloids are known to protect
tubulin by inducing these stable spirals and pre-
venting irreversible alternate pathways. Mg2q

alone does not appear to prevent aggregation
efficiently. Global fitting of these data requires the
inclusion of this ligand-mediated model into
ISODESfitter. For reasons discussed below this will
be presented in a more complete reinvestigation of
vinca alkaloid-induced tubulin spiral formation
(w9,10,48,49x).

4. Discussion

We have demonstrated the development of a
software packageISODESfitter for the analysis of
sedimentation velocity patterns for indefinite pol-
ymerizing systems.HYDRO was used to develop
functional relationships betweenS(N) vs. N-mer
functions and the degree of oligomerization,N,
and these functions were incorporated into both
weight average andDC boundary fitting routines.
The results demonstrate that direct fitting to bound-
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Table 3
Summary ofDC fitting of sedimentation velocity data

wMg x (mM)2q

0 0.5 1 2 5 10

N2y3 RMS (O.D.)wfit x 0.0213 0.0173 0.0182 0.0244 0.0265 0.0229
K (M )y1

iso 6.36=103 8.90=103 1.22=104 2.68=104 4.58=104 8.09=104

DG8K (kcal mol )y1
iso y4.82 y5.00 y5.18 y5.61 y5.90 y6.22

Linear (spheres) RMS (O.D.)wfit x 0.0212 0.0177 0.0168 0.0199 0.0184 0.0341
K (M )y1

iso 1.22=104 1.79=104 2.54=104 6.75=104 1.46=105 3.15=105

DG8K (kcal mol )y1
iso y5.18 y5.39 y5.58 y6.12 y6.54 y6.96

Linear (21 beads) RMS (O.D.)wfit x 0.0213 0.0183 0.0174 0.0217 0.0208 0.0218
K (M )y1

iso 8.35=103 1.20=104 1.67=104 3.98=104 7.33=104 1.58=105

DG8K (kcal mol )y1
iso y4.97 y5.17 y5.35 y5.83 y6.16 y6.58

Helical (spheres) RMS (O.D.)wfit x 0.0213 0.0176 0.0167 0.0200 0.0184 0.0324
K (M )y1

iso 1.46=104 2.16=104 3.06=104 8.07=104 1.68=105 3.42=105

DG8K (kcal mol )y1
iso y5.27 y5.49 y5.68 y6.21 y6.62 y7.01

Helical (21 beads) RMS (O.D.)wfit x 0.0213 0.0181 0.0173 0.0214 0.0199 0.0212
K (M )y1

iso 9.84=103 1.42=104 1.97=104 4.74=104 8.89=104 1.80=105

DG8K (kcal mol )y1
iso y5.06 y5.26 y5.44 y5.92 y6.27 y6.66

Helical (42 beads) RMS (O.D.)wfit x 0.0213 0.0179 0.0171 0.0208 0.0190 0.0222
K (M )y1

iso 1.15=104 1.67=104 2.33=104 5.75=104 1.16=105 2.31=105

DG8K (kcal mol )y1
iso y5.14 y5.35 y5.53 y6.03 y6.41 y6.79

These sedimentation velocity experiments were performed at 48C, ls278 nm, and 42 000 rpm using the 25 mM Pipes buffer
at pH 6.8 with 50mM GDP and 50 mM KCl. The global fits withISODESfitter each used a fixed sedimentation coefficient value
for tubulin, corresponding to the appropriate Mg buffer andgs0 for all fits.2q

ary shape is a valid approach and has several
advantages over weight average analysis including
the ability to do both global fits of all experiments
and individual fits of each experiment. For the
Mg -dependent self-association analysis, the cor-q2

respondingDG values from analysis were onŝ20,w

averagey0.14"0.06 kcal mol more favorabley1

(20–30% largeK ) than those fromDC curveiso

fitting for low divalent concentrations.(On aver-
age half of this can be accounted for by usinggs
0.018 for hydrodynamic nonideality. Since, there
is no consistent improvement in the RMS of the
DC fits these results are not reported here.) The
DC curve fitting method ignores large inactive
material resulting in noticeable non-random resid-
uals for the fits near the base of the cells. These
residuals, therefore, indicate the presence of larger
species not present in the model for association,
which in this case represent irreversibly aggregated

tubulin. This indicates that theDC curve fitting
procedure is a more accurate and robust method
for analyzing associating systems since it selects
the reversible components in the boundary.ŝ20,w

analysis also provides reasonably accurate values
for the binding constants involved, especially in
the absence of irreversible heterogeneity. Since

analysis can be achieved more rapidly, itŝ20,w

should preferentially be the initial method used to
analyze associating systems. TheDC curve fitting
method should complement the analysis,ŝ20,w

potentially leading to the identification of aggre-
gation and more accurate estimates ofK .iso

The heterogeneity observed in the 10 mM
Mg data (Fig. 6) suggests a combination ofq2

heterogeneity in reaction energetics,K , and theiso

presence of larger irreversible aggregates. In this
case the binding constants do not systematically
decrease with increasing concentration, a diagnos-
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Fig. 9. A comparison of ISODES fitting ofDC data from vin-
blastine induced tubulin self-association sedimentation velocity
data. Tubulin at a concentration of 2mM was spun with 1.01
mM vinblastine in an 80 mM Pipes, 50mM GDP, 0.5 mM
MgCl , pH 6.8 buffer at 19.78C. Three different models were2

used in ISODES:N (panel A), 21-bead linear(panel B), or2y3

21-bead helical(panel C) relationship between the sedimen-
tation coefficients and the polymers formed. The sedimentation
velocity data is represented by the black curves plotted asDC
vs. the radial position. The red curves represent the simulated
fits from isodesmic fitter for these data using the appropriate
model for association. Finally the green lines represent the
residuals of the fits. Eight pairs of scans were used in the fitting
but only two pairs are shown for clarity. These fits described
the data quite well and verify the helical model, although at
this low extent of association we cannot distinguish between
the three models. TheK values obtained were 7.46=10 ,5

iso

1.78=10 , and 1.93=10 for N , 21-bead linear, and 21-bead6 6 2y3

helical fits, respectively, with corresponding RMS values of
0.0589, 0.0609 and 0.0596.

tic of the presence of irreversible aggregatesw56x.
This would apply in the extreme to a fixed per-
centage of aggregates in each solution, as if the
stock solution were contaminated. Alternatively,
aggregates can form during sample preparation,

and thus vary from sample to sample, typically
being worse at lower protein concentrations. Sam-
ple to sample variation appears to be what we
observe for many of these experiments, especially
the 5 mM Mg data. Alternate models or com-q2

plexities to the model include tubulin isotype
heterogeneityw9x causing heterogeneity inK ,iso

nucleotide content heterogeneity also causing het-
erogeneity inK , or Mg -induced rings contrib-2q

iso

uting significantly to the boundary shapes.
Significant ring formation is highly unlikely at low
Mg concentrations, although it may very well2q

contribute to the more significant deviations
observed by weight average analysis at the higher
Mg concentrations. The method of sample prep-2q

aration should convert all GTP-tubulin to GDP-
tubulin. To further test this samples were also
prepared by a double spun column method(9, 36)
that produces only GDP-tubulin. The same fitting
deviations were observed for these samples(data
not shown) and thus GTPyGDP nucleotide heter-
ogeneity is ruled out as a cause. Isotype hetero-
geneity cannot be excluded, but previous studies
with vinblastine induced spiral formation revealed
the absence of isotype heterogeneityw9x. At the
very least, isotype heterogeneity should not give
rise to variable binding constants, but should gen-
erate a superposition of polymers with mixed
association behavior. The goodness of fit at the
low protein concentrations suggests there is no
significant spreading, expected if each isotype
associated selectively. We conclude the measured
values ofK are average values for these mixediso

polymers and, in fact, reflect typical experimental
uncertainty for this type of analysis. For example,
at 10 mM Mg , the average standard deviation2q

about the mean value ofK (for the six data setsiso

fit individual with the six models) is 12.7%.
These results suggest the newHYDRO derived

models do not improve the goodness of fit for
either the Mg dependent or the vinblastineq2

dependent reactions. Thus, fitting velocity data
alone with these various models will not allow
one to discriminate between them and thus choose
the best quaternary model(Fig. 1) to describe the
data. Apparently, the indefinite model involves so
many species that compensation inK can makeiso

any specific indefinite sedimentation distribution
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look like any other within experimental error, at
least up to the asymptotic limit of maximumS .N

Independent information from cryo-EM or syn-
chrotron scattering must provide the appropriate
model. However, the energetics of association
according to that model are more accurately meas-
ured by using the correctHYDRO derived model
for indefinite boundary shape analysis. This does
not appear to apply to difference comparisons, like
those in a Wyman plot, where the effects of
solution conditions are correctly inferred, since the
slopes were relatively constant regardless of the
model used to fit the data. Thus,DDG analysis
may be unaffected as well. This will be tested in
a reanalysis of tubulin spiral potential induced by
various vinca alkaloidsw9,10x.

There are still a number of limitations to this
approach that need improvement. The first is a
limitation of HYDRO. To build a 50-mer using a
42-bead model requires 2100 beads. The current
version of HYDRO is limited to 2000 beads. The
number of beads can be increased in the code but
significant increases are limited by the available
computer memory. Going to 5000 beads required
over 900 MB of RAM, i.e. memory usage increas-
es as(�beads) . If one wished to construct models3

derived from pdb files this is also possible using
available softwarew50x. For example, the cyro-EM
structure of the tubulin dimer, tub1.pdb, was con-
verted to a bead model involving 867 beads. The
use of this model in polymer building offers more
severe restraints on array sizes and memory usage.
An alternative is to construct shell models, thus
reducing the number of beads to that required for
defining the outmost surface of the molecule.
Given the inability to resolve the best indefinite
model by direct boundary fitting, a shell model
may not be an improvement.

A second limitation is with the finite element
solution to the Lamm equation for reversibly
indefinite associating macromolecules. At the base
of the cell protein concentration builds up rapidly
and thus polymerization is driven toward larger
and larger polymer sizes. AboveK values ofiso

5=10 M , this routine consistently fails while6 y1

making calculations at the high concentrations at
the base of the cell. Increasing the point density,
and reducing the time between simulations to 0.01

s helps, but does not consistently solve the prob-
lem. Failure of the finite element solution will be
a problem for all cases where large polymers are
part of the mechanism. Additional solutions to this
limitation are being explored. One additional
caveat to the use of global boundary methods is
that a global fit to six channels of data, floating
K and all the local concentrations through 250–iso

500 iterations, can take 6–12 h of computer time
on a 1.7 GHz Pentium 4 processor with 512 MB
of RAM. Pre-analysis by fitting weight average
data is strongly recommended to limit choice of
models and parameter estimates.

This curve fitting approach may also require
certain theoretical extensions to the models.(1)
Many of the prior systems described as isodesmic
actually revealed aK value that was distinct from2

the K value w26x. (2) The development of aiso

ligand-mediated model fitter appropriate to global
analysis of vinca alkaloid-induced self-association
of tubulin is in progress.(3) The general isodesmic
model has previously been modified to yield an
isoenthalpic model consisting of a constant enthal-
py of association and a polymer-size-dependent
entropy w51x. The isoenthalpic model reflects the
fact that each tubulin heterodimer loses translation-
al and rotational entropy upon association, but the
growing polymer has already lost some fraction of
this entropy, and thus dimer addition to larger
polymers causes a more substantial loss of freedom
for the dimer. Since loss of translational and
rotational entropy opposes association,K shouldiso

decrease with polymer length. This decrease over
the first association step,K , should at least be in2

the range of half of the typical value for loss of
translational and rotational entropy, 20.7 eu, esti-
mated for rigid body associationw52x. Incorpora-
tion of these alternate models intoISODESfitter and
Sedanal w55x as fitting options is currently in
development.

5. Conclusions

A software packageISODESfitter has been devel-
oped and tested for the analysis of sedimentation
velocity boundary shapes of indefinite polymeriz-
ing macromolecular systems. Experiments may be
analyzed individually or globally, and procedures
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for developing models for the sedimentation coef-
ficients of the oligomers and diagnosis of hetero-
geneity inK as well as irreversible aggregationiso

are described. The ISODES orDC curve fitting
approach is useful in conjunction with weight
average analysis, and offers more robust and accu-
rate estimation of equilibrium constants for indef-
inite polymerizing systems.
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